
Ethical aspects of AI
The viewpoint of the EU 

Dr Mihalis Kritikos
Ethics and Research Integrity Sector-DG Research and Innovation-European Commission

14 Μαρτίου 2023



AI – Regulatory/Legal challenges

• Definition of AI: variety of definitions and approaches

• Disruptive and horizontal character of AI

• Looking for new risk identification/assessment methodologies

• Need for balancing between technological innovation and ethical
governance

• Management of scientific uncertainties and social concerns



Ethical challenges

• Black-box effectsΑδιαφάνεια

• Bias/discriminatory effects

• Autonomy

• Απόρρητο πληροφοριών και ιδιωτικοτητα

• Ασφάλεια και ανθεκτικότητα

• Ηθικός έλεγχος



Shaping a European approach towards AI

• Focus on:
-Human-centric AI
-Trustworthy AI
-AI ethics by design

• Creation of an ecosystem of excellence and of an ecosystem of trust

• EU aspires to become a global leader in the development of
trustworthy AI



What is the EU doing on AI in policy/regulatory terms?

• Legislative proposal for an AI Act

• Communications, Coordinated Plans and a White Paper

• Ethics Guidelines (Requirements, ALTAI, sector-specific guidance)

• Standardisation initiatives, sandboxing and international outreach
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AI Act proposal



Four categories of potential risk

• Minimal risk: the new rules won't apply to these AI systems because they 
represent only minimal or no risk for citizen’s rights or safety. Companies 
and users will be free to use them. 
• Limited risk: subject to specific transparency obligations to allow users to 

make informed decisions, be aware they are interacting with a machine 
and let them easily switch off. 
• High risk: given their potentially harmful or damaging implications on 

people's personal interests, these AI systems will be "carefully assessed 
before being put on the market and throughout their lifecycle“
• Unacceptable: the Commission will ban AI systems that represent "a clear 

threat to the safety, livelihoods and rights of people". 
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Seven requirements
• Ensure that the development, deployment and use of AI systems meets the seven 

key requirements for Trustworthy AI:

• (1) human agency and oversight,

• (2) technical robustness and safety,

• (3) privacy and data governance,

• (4) transparency,

• (5) diversity, non-discrimination and fairness,

• (6) environmental and societal well-being

• (7) accountability. 
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Trustworthy AI should be:
• (1) lawful - respecting all applicable laws and regulations
• (2) ethical - respecting ethical principles and values
• (3) robust - from a technical perspective

EU (trustworthy) approach to AI



Ethical guidelines on the use of AI in teaching 
and learning for educators (EU, October

2022)
• The guidelines are intended for
primary and secondary teachers

• Ethical requirements and practical
advice are offered to educators and
school leaders on how to integrate the
effective use of AI into school
education.

• The guidelines discuss emerging
competences for the ethical use of AI
among teachers, proposing ways of
raising awareness and engaging with
the community.



• AI as a separate box in the ethics issues check-list

• AI as separate section in the Guide on How to complete your ethics self-
assessment

• AI as separate section in the Guidance Note on identifying serious and
complex ethics issues in EU-funded research

• Special Guidance on Ethics By Design and Ethics of Use Approaches for
Artificial Intelligence

• Dedicated Ethics Checks on AI-related projects

EC Ethics Review and AI



• Guidance Note on human-centered AI: algorithmic bias and fairness

• Guidance Note on explainable/inclusive AI

• Guidance Note on AI Ethics Audits and Checks

• Guidance Note on AI Ethics and project lifecycle

What is coming



European Parliament

• More than 10 Resolutions on AI

• Committee reports on the proposed AI Act - (July 2022 EP Report:
3000 amendments)

• Temporary AI Committee (AIDA)



EP’s AI Act negotiating team

• Τhe discussions will be led by the Committee on Internal Market and
Consumer Protection (IMCO; rapporteur: Brando Benifei, S&D, Italy)
and the Committee on Civil Liberties, Justice and Home Affairs (LIBE;
rapporteur: Dragos Tudorache, Renew, Romania) under a joint
committee procedure.

• The Legal Affairs Committee (JURI), the Committee on Industry,
Research and Energy (ITRE) and the Committee on Culture and
Education (CULT) are associated to the legislative work with shared
and/or exclusive competences.



AIDA Activity Report



Resolution on the ethical aspects of AI

European Parliament resolution of 20 October 2020 with
recommendations to the Commission on a framework of ethical aspects
of artificial intelligence, robotics and related technologies
(2020/2012(INL))
Future laws should be made in accordance with several guiding principles,
including:
• a human-centric and human-made AI;
• safety, transparency and accountability;
• safeguards against bias and discrimination;
• right to redress;
• social and environmental responsibility;
• European certificate of ethical compliance;
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TALOS-expectations

• To raise awareness about research ethics in the field of Humanities and
Social Sciences
• To identify and highlight the ethical challenges that arise in relation to the
use of AI in the field of SSH
• To propose sustainable and innovative ways and tools to address novel
ethical challenges emerging in the field of digital humanities.
• To prepare the new generation of researchers who will support the
responsible design of artificial intelligence and develop interdisciplinary
solutions for the 'humanization' of artificial intelligence.
• To make the University of Crete an international point of reference on issue
of responsible innovation.


